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KINETIC ISOTOPE EFFECTS ON THE MENSHUTKIN REACTION: 
THEORY VERSUS EXPERIMENT 

E. GAWLITA, A. SZYLHABEL-GODALA AND P. PANETHX 
Institute of Applied Radiation Chemistry, Technical University of tad:, Zeromskiego 116,90-924 tad:, Poland 

Nitrogen, carbon and secondary deuterium kinetic isotope effects were calculated for the Menshutkin reaction 
between methyl iodide and para-substituted aromatic N,N-dimethylamines using quantum mechanical methods. 
Different semiempirical Hamiltonians and continuum solvent models were evaluated on the basis of comparison 
between the experimental and theoretical values of these isotope effects. 

INTRODUCTION 

Kinetic isotope effects are unique kinetic tools since 
their magnitude is directly related to the structure of the 
corresponding transition state,’ an entity which still 
evades direct analysis. Only recently has transition-state 
spectroscopy* become available but it will take some 
time before this method will reach the level of a routine 
kinetic technique. 

In a typical procedure, one measures an isotope 
effect and compares it with values predicted theoreti- 
cally for different pathways3 Isotope effects are 
generally small and for many years the only safe 
statement which could be made was whether an isotope 
effect was primary or secondary. Since the experimen- 
tal values had large errors, the predictions also might 
not be very accurate. Hence simple models were 
usually used in calculations with force fields being 
introduced parametr i~al ly .~ Regardless of the crudeness 
of this approach, a skilful chemist could make reason- 
able predictions about a transition state,5 typically 
categorized as ‘early’ (reactant-like), ‘symmetrical’ or 
‘late’ (product-like). 

Nowadays, methods for the measurement of isotope 
effects have evolved to a point where interpretation is 
limited mainly by the precision of calculations, leading 
to a need for improvements in this field. Fortunately, 
this need was paralleled by the advent of new methods 
in theoretical chemistry combined with the substantial 
increases in the power of computers. Modern SCF-MO 
calculations can produce unbiased force fields and 
geometries for both reactants and transition-states and 
should prove useful in calculations of kinetic isotope 
effects.‘ 

~~ 

”Author for correspondence. 
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The aim of the studies presented here was to calculate 
the nitrogen, carbon and deuterium kinetic isotope 
effects on the Menshutkin reaction7 (1): 

P- -RC~H~H(CH~)Z+CHJ+~-RC~H~H+(CH~)~I  (1) 

(R=H, Me, or C(O)Me), and to make a comparison with 
experimental values in order to estimate the applicabil- 
ity of the available Hamiltonians and models of solvents 
to theoretical calculations of kinetic isotope effects. The 
choice of the reaction was dictated by several factors. It 
is mechanistically a very simple S,2 reaction and a 
number of high-level theoretical studies on these reac- 
tions have been published.* Second, these reactions are 
considered as models for studies of solvation effects and 
a wealth of experimental data is also available in the 
l i t e ra t~re .~  In particular, studies on isotope effects“) of 
the reaction in equation (1) have been published, yield- 
ing a set of data which can be used for comparison with 
results of calculations. Also, the choice of isotope 
effects for calculations is not coincidental; central atom 
carbon isotope effects are well understood and well 
documented, giving a good basis for comparisons. 
Nitrogen isotope effects for similar processes, on the 
other hand, although also well documented, are not well 
understood. These are isotope effects of an incoming 
group, where factors influencing the magnitude of 
kinetic isotope effects;” the temperature-independent 
factor (TIF), connected with the mass difference of 
isotopic species, and the temperature-dependent factor 
(TDF), representing changes in bonding around the 
isotopic atom, partially cancel. The extent of this 
cancellation is not easily predictable, making calcula- 
tions of these effects especially important. Finally, 
secondary deuterium isotope effects have frequently 
been measured but the interpretation of their origin 
remains debatable. 

Received 28 July 1995 
Revised 22 Septetnher I995 



42 E. GAWLITA, A. SZYLHABEL-GODALA AND P. PANETH 

The small size of the incoming group nitrogen isotope 
effects leads to misinterpretations of their behavior. For 
example, an anti-Hammett correlation with the substitu- 
ent constants was once postulated for quaternization of 
pyridines but was later proved unjustified. l 2  It was 
therefore most desirable to have a theoretical evaluation 
of such correlations and to find factors responsible for 
the predicted behavior. 

The crucial point in calculations of isotope effects is 
obtaining unbiased force fields for ground and transi- 
tion states. Within the quantum chemistry framework, 
this may be achieved at the ab iizitio or semiempirical 
level. For ah irzitio calculations, even a reaction as 
simple as that depicted in equation (1) is still prohibi- 
tively time consuming. Semiempirical calculations, on 
the other hand, can be performed on this system within 
a reasonable time limit on available computers, so this 
level of theoretical scrutiny was used throughout this 
work. 

THEORETICAL CALCULATIONS 

The programs AMPAC version 513 with the SM2 
solvation modelI4 (compiled to a DEC 3000/300X 
computer), Sibiq version 1.0.5 (for a PC platform),” 
MOPAC version 616 with the SCRF2 solvation model” 
and MOPAC93 with the COSMO solvation model” 
(compiled to an HP 9000/735 computer) were used 
throughout. Our own program ISOEFF version 6” was 
used in calculations of isotope effects. 

SCF-MO calculations were performed at the semiem- 
pirical level. These calculations included geometry 
optimization for reactants and products, followed by the 
transition-state location and subsequent force field 
analysis and calculations of isotope effects. 

The first three goals were achieved by using AMl,”  
PM3” and, in one case, MND02’ Hamiltonians and 
eigenvector follow (EF) optimizer at the highest 
precision level. Four different continuum solvent 
models were tested. Transition-state structures were 
located by a combination of NLLSQ, Sigma, TS 
optimizers and DRC/IRC routines on the basis of 
previously optimized geometries of reactants and 
products. Force field calculations were then performed 
for appropriate isotopomers of reactants and the transi- 
tion state. Isotopic frequencies of normal vibrations of 
reactants and transition state, obtained from the theor- 
etical calculations, were used with the Bigeleisen”” 
equation (2) to calculate kinetic isotope effects. Only 

*The ISOEFF version 6.0 program can be obtained on request 
from ppanethl@pleam.edu.pl. This program, written in 
FORTRAN, extracts all data necessary for calculations of 
isotope effects from outputs of quantum chemistry packages. 
MOPAC/AMPAC, AMSOL, SIBIQ, GAMESS and GAUS- 
SIAN formats are currently supported. 

isotopic frequencies larger than 30 cm’ were included 
in the calculations. 

Minimal information necessary to calculate a kinetic 
isotope effect consists of two sets of normal modes of 
vibrations related to the isotope effect by the following 
equation: ‘ l a  

where k J k ,  is the kinetic isotope effect, I I  are the 
numbers of atoms in the substrate or transition state, 
u=hv/kT,  where h and k are Planck and Boltzman 
constants, respectively, T is the absolute temperature, Y ,  
are the frequencies of normal vibrations, subscripts L 
and H correspond to light or heavy species, respectively, 
and superscripts R and $ indicate the properties of 
reactant or transition state, respectively. All data neces- 
sary to calculate the isotope effect are available from 
semiempirical calculations and were extracted from the 
appropriate output files. The isotope effects were 
calculated at temperature of 29813. Since there are three 
indistinguishable deuterium atoms per molecule of 
methyl iodide, these isotope effects were calculated for 
triply substituted reactant (which corresponds to the 
experimental conditions). 

RESULTS 

Results obtained with combinations of different Hamil- 
tonians and solvent models are summarized in Table 1 
and compared with experimental values. 

Previously reported experimental dataInb were 
obtained in methanol (~=32.7)  while measurements 
described in the accompanying paperinf were carried out 
in ethanol (&=24.6). The comparison of our calculations 
for the toluidine derivative (p-CH,) in these two solv- 
ents using the combination of the AM1 Hamiltonian 
with the COSMO solvent model revealed that such a 
change in the apparent dielectric constant does not 
perturb the calculated geometries, force fields and 
isotope effects. Therefore, we restricted out calculations 
to one value of dielectric constant, corresponding to 
methanol. 

Isotope effects can be calculated by comparing the 
force field of the transition state with individual 
reactants or optimized geometry of their electrostatic 
complex. With the example of AM1 /SCRF calculations 
for N,N-dimethylaniline, we demonstrated that this 
choice does not influence the value of the final isotope 
effect. The corresponding equilibrium isotope effects 
(between free reactants and the complex) were equal to 
unity and only minimal stabilization of this complex 
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over free reactants of 0.5 kcal mol-l (1 kcal=4.184 kJ) 
was found. 

DISCUSSION 

Two aspects of our calculations seem to be of predomi- 
nant importance. The first is determining which 
solvation model can be effectively used in the modeling 
of kinetic isotope effects, and the other is the structure 
of the transition state of the studied reaction. 

We have reported earlier our attempt to calculate the 
transition-state properties for the toluidine derivative. lob 

However, since these calculations were canied out in the 
gas phase, we failed to locate the transition state and 
therefore we had resorted to only partially optimized 
geometries at fixed N-C and C-I bond orders. Bond orders 
were chosen arbitrarily in two ways: preserving total 
bonding to the central carbon atom Cn =nNX + nc-[ = 1 in 
the so-called tight tramition state, or keeping this sum at 
0.6 as in the loose or exploded transition state. 

In the present studies, the use of continuous solvation 
models permitted optimization of the transition-state 
structures without any geometrical constraints. We 
compared two solvation models which allow one to 
change the macroscopic dielectric constant of the 
solvent. These were the self-consistent reaction field 
(SCRF) and conductor-like screening model (COSMO). 
A few calculations were carried out using two other 
solvation models: solvation model (SM2.1 and SM3) 
and Langevin dipole model2’ (LD). The first of these, 
however, i s  parametrized to reproduce properties of 
aqueous solutions only and therefore could not be 
directly applied to studies of reactions in methanol or 
ethanol. Furthermore, we failed to achieve convergence 
of the transition-state geometry using the PM3-SM3 
combination. The Langevin dipole model yielded a 
nitrogen isotope effect of 0.9754, so remote from the 
experimental value that we discontinued its usage. A 
similarly inaccurate nitrogen isotope effect of 0.9846 
was obtained using the AM1 Hamiltonian in combina- 
tion with COSMO solvent model for the p-CF, 
substituent. We therefore excluded this substituent from 
both experimental and theoretical considerations, 
introducing in its place the p-C(O)CH, moiety. 

Our main criterion for the evaluation of theoretical 
models here is the agreement between predicted and 
observed values of isotope effects. We thus only note that 
although all Hamiltonians correctly predicted the direction 
of changes of activation energy for the considered series of 
para-substituents, the PM3 Hamiltonian proved superior to 
the AM1 and MNDO Hamiltonians with regard to the 
absolute value of these barriers. Compared with calcula- 
tions in the gas phase, the S M 2  model correctly predicts a 
significant lowering in the activation banier whereas the 
SCRF method yields only a negligible lowering. 

The comparison of calculated isotope effects with 
those obtained experimentally (Table 1) indicate that all 

theoretical models yielded acceptable values of carbon 
kinetic isotope effects. The results of PM3 are closer to 
the experimental values than those obtained using the 
AM1 Hamiltonian. From the analysis of the nitrogen 
isotope effects we can conclude that results obtained 
with the COSMO model leads to qualitative agreement 
with the observed smaller effect for the p-C(0)Me 
substituent. Values obtained with the SCRF model do 
not show any dependence (PM3 calculations) or are too 
inverse (AM1 calculations). 

An even more explicit difference between experiment 
and theory is observed in the case of secondary deuter- 
ium isotope effects. These isotope effects are slightly 
inverse in the case of aniline and toluidine derivatives, 
which is best modeled by the AM1 Hamiltonian and 
SCRF solvent treatment. AMI-COSMO results are also 
acceptable although these calculations yield slightly too 
low values of this isotope effect of 0.8. The secondary 
deuterium isotope effect for the acetophenone derivative 
is normal. This is best modeled by the PM3 calculations. 
The MNDO method gave an inverse value of 0644 and 
AM1-SM2 calculations predicted an isotope effect of 
0.8. Analysis of the results obtained leads to the disturb- 
ing conclusion that neither of the studied theoretical 
treatments is adequate for predicting secondary deuter- 
ium of isotope effects for all substituents. 

The features of the transition state change with the 
theoretical model, as can be seen in Figure 1 ,  which 
shows the transition state in the case of p-C(0)Me 
calculated with three different Hamiltonians. The 

Figure 1. Structures of the transition state calculated using 
AMl, PM3 and MNDO Hamiltonian and COSMO solvent 

model for the acetophenone derivative 
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striking result is the invariance of the structure of 
transition states obtained with different Hamiltonians 
and solvation models for such different substituents as 
p-CH, and p-C(O)CH,. Virtually all geometrical 
parameters are the same with all studied substituents, as 
it is illustrated by the structures in Figure 2 and the data 
given in Table 2. A similar lack of dependence of 
nitrogen isotope effects on the para-substituent was also 
observed in the case of quaternization of py r id ine~ .~~  
Differences in the transition-state structures obtained 
using different continuum solvent models are shown in 
Figure 3 on the example of the transition state for the 
acetophenone derivative. 

In all calculations the angle of the nucleophilic attack, 
defined as an angle formed by nitrogen, carbon and 
iodine atoms, was close to 180" as expected for an S,2 
reaction. The relative position of this angle versus the 
plane of the aromatic ring is, however, different for 
AM1 and PM3 Hamiltonians. as illustrated in Figure 4. 

d 

The angle between the ring plane and the line marked by 
N-C-I atoms is close to 90" in the case of PM3 calcula- 
tions, while the AM1 model predicts a twist of 
substituents on the nitrogen atom away from C, sym- 
metry. In both cases the valence angle at nitrogen is 
close to the tetrahedral angle of 109.5. This difference 
might be a consequence of problems with calculations 
of charge distribution in nitrogen-containing molecules 
with the PM3 method. It would be interesting to see if 
the novel method of correcting this deficiency called 
CM4PZ4 would resolve this problem. 

Approximately the same C-I lengths are predicted 
by studied theoretical treatments for the reactants 
2.05 8, compared with the crystallographic length of 
2-15 8, for C(sp3)-I containing compoundsZ5 and the 
transition state (2.45 8,). AMI-SCRF calculations give 
best agreement with the experimental values (Table 2). 
The MNDO/d Hamiltonianz6 together with the LD 
solvation model yielded a C-I bond length of 2.08 8, in 

0 
0 

Figure2. Structures of transition states calculated using the AM1 Hamiltonian and COSMO solvent model for three different 
substituents in the para position of Nfl-dimethyl anilines 

0 
0 

0 6 

CO SMO LD SCRF2 SM2 

Figure 3. Structures of the transition state calculated using the AM1 Hamiltonian and different solvent models for the acetophenone 
derivative 



Table 2. Calculated properties of the structures of transition states for reaction (I)" 

'N-C TS rC-[ TS 
Method R LNCH nN-C 'N-C n c - I  'C-l AH* V' Zn 

PM3 
COSMO 
PM3 
SCRF 
AM1 
COSMO 
AM1 
SCRF 
PM3 
COSMO 
PM3 
SCRF 
AM1 
COSMO 
AM1 
SCRF 
PM3 
COSMO 
PM3 
SCRF 
AM 1 
COSMO 
AM1 
SCRF 
AM1 
LD 

AM1 
SM2 

MNDO 
COSMO 

p-Me 86.0 

88.4 

94.3 

99.4 

P-H 86.4 

88.5 

94.8 

100.0 

p-C(0)Me 86.8 

89.2 

94.6 

99.5 

108.1 

98.8 

96.5 

2.356 
0.05 
2.140 
0.11 
1.819 
0-29 
1.676 
0.46 
2.361 
0.05 
2.140 
0.1 1 
1.814 
0.30 
1.681 
0.49 
2.350 
0.06 
2-135 
0.11 
1.803 
0.3 1 
1.679 
0.45 
1.539 
0.7 1 

1.682 
0.44 

1.838 
0.29 

1.485 

1.481 

1449 

1.441 

1.485 

1.481 

1.459 

1.465 

1.484 

1.482 

1.449 

1.44 1 

1.437 

1.436 

1.47 1 

2.467 
0.24 
2.456 
0.24 
2.432 
0.29 
2.504 
0.22 
2.477 
0.24 
2.459 
0.24 
2.433 
0.28 
2.501 
0.22 
2.480 
0.23 
2.470 
0.23 
2.440 
0.28 
2.503 
0.22 
2.74 1 
0.09 

2.510 
0.22 

2.567 
0.16 

2.044 

2.030 

2.056 

2.05 1 

2.044 

2.029 

2.056 

2.164 

2,044 

2.032 

2.057 

2.050 

2034 

2,049 

2.021 

18.5 

25.0 

52.8 

52.3 

18.3 

26.3 

53.0 

61.7 

33.9 

28.7 

54.5 

63.6 

57.9 
gas 
58.1 
63.1 
gas 
76.1 
76-2 

580.3 

723.2 

789.7 

544.3 

573.8 

725.4 

793.5 

562.6 

577.1 

712.0 

794.9 

561.2 

53.0 

619.7 

722.1 

0.29 

0.35 

0.5 8 

0.68 

0.29 

0.35 

0.58 

0.72 

0.29 

0.34 

0.59 

0-67 

0.80 

0.66 

0.45 

'Angles in degrees, lengths in A,  Y in cm', AH in kcal moll. 

AM1 

PM3 
Figure 4. Transition-state structures calculated using AM1 and PM3 Hamiltonians and COSMO solvent model for the aniline 
derivative overlayed to overlap aromatic rings. The structures on the left are viewed from the back of the ring. The ring plane is 
perpendicular to the surface of drawing. The structure on the right is rotated 90 showing the valence angle at nitrogen and differences 

in the center of reaction as calculated by these two methods 
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the case of methyl iodide, indicating that better results 
are obtained when d-orbitals are included in 
calculations. 

An important difference between the results obtained 
with AM1 and PM3 Hamiltonians is the length of the 
forming N-C bond. For the stable reacting amines, the 
PM3 method predicts a longer N-C bond than the AM1 
method by about 0.03A (with the AM1 value closer 
to the crystallographic value of 1.466 A obtained 
as an average from 88 compounds containing 
C(sp3),=N-C(spZ) arrangement). This difference 
increases significantly in the case of transition-state 
structures, reaching 0.55 A. It is also worth noting that 
solvent models influence this bond length; COSMO 
calculations yield N-C bonds in the transition state 
longer by about 0.2 8, than SCRF (while no difference is 
predicted for stable amines). To discuss this, it is better 
to consider the formal bond order (n )  rather than bond 
lengths (r). Bond lengths at partial bond orders can be 
calculated fromz7 

r,,=r,-O.3 In(n) (3) 
where rn is the length of a partial bond with multiplicity 
IZ and rl is the length of a single bond. The multiplicity 
of the C-I bond in the transition state is invariably 
found to be around 0.25. This means that C-I breaking 
is highly advanced in the transition state. From this 
point of view, the transition state could be categorized 

A-E 

as ‘very late’ or ‘product-like.’ The PM3 results predict 
an unrealistically low bond order of the forming N-C 
bond at the level of 0.1, pointing to an S,l-like rather 
than an SN2 mechanism, as can be seen in the More 
O’Ferall-Jencks diagram (Figure 5). It should be noted, 
however, that attempts to optimize a transition state for 
a ‘pure’ S,1 mechanism were unsuccessful. This means 
that the mechanism resulting from the PM3 calculations 
could be termed ‘nucleophile assisted S,I.’ More 
reasonable results of the AM1 calculations predict this 
bond order to be at the level of 0.3-0.4. Thus, from the 
point of view of the forming bond, the transition state 
should be called ‘early‘ or ‘reactant-like.’ The above 
discussion illustrates nicely the deficiencies of simple 
categorization of transition-state structures used so 
frequently in earlier interpretations of isotope effects. 

The total bonding to the central carbon atom is 
predicted at about 0.3 by the PM3 calculations, which 
seems to be too low. The AM1 method yields this value 
at about 0.6-0.7, as suggested earlier.lob The MNDO 
calculations give geometrical features of the transition 
state as the center of reaction similar to those obtained 
with the AM1 method. All results are therefore pointing 
to the so-called ‘loose’ or ‘exploded’ transition-state 
structure. 

The little involvement of nitrogen in the reaction 
coordinate predicted by the PM3 Hamiltonian is 
reflected in the lack of N-C contributions in the reaction 

D 

I 
hl p-Me 
M H  

0.75 -! o p-C(0)Me 
/ 

I 
mAM1 SCRFZ 

AM1 SCRF2 
‘AM1 SM2 1 

& A M 1  COSMO I 
! /’ 

I / / / /  
I 

PM3 Ip COSMO 1 3 SCRF2 

I 1 ‘N1 -- 

I /?’ 
5. 
c OSO - - I  

0.25 -- 

7- ~- I - - -  
0.75 0.50 0.25 0.00 

0.00 +-- ~- 

1.00 

S n(C-I) 

Figure 5 .  Calculated positions of the transition states for quatemization of para-substituted anilines on the reaction coordinate 
represented in the More O’Ferall-Jencks space. 
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coordinate in the case of COSMO calculations. Further- 
more, the N-C-H angle, averaged over all three 
hydrogens, obtained using the PM3 method is always 
less than 90. This angle changes from about 71 found in 
the reactant complex, preoriented for the nucleophilic 
attack, to about 109 found in the product. The lack of 
steric hindrance from the incoming group to the bending 
of C-H bonds because of the large N-C distance may 
thus be the reason for the secondary deuterium isotope 
effect being predicted by this method as larger than 
unity. In the case of the AM1 calculations the calculated 
angles are about 95 with the COSMO and about 100 
with the SCRF correction. Smce a 90 N-C-H angle 
would be called a ‘symmetrical’ transition state, the 
AM1 calculations predict a ‘late’ transition state 
whereas the PM3 calculations predict an ‘early’ transi- 
tion state. 

It was usually postulated that the total bonding of the 
reactant coordinate N-C-I drops to about 0.8, constitut- 
ing an ‘exploded’ transition state. Our results suggest a 
much larger decrease to about 0.6, which corresponds to 
an extremely loose transition state. The structures 
obtained also indicate a lack of synchronicity; 70% of 
the bond breaking is accompanied by only 30% of bond 
making, questioning earlier rigorous categorizations into 
‘early,’ ‘late’ or ‘symmetrical’ transition states. 

Comparison of calculated isotope effects for the 
reaction between methyl iodide and para-substituted 
NJ-dimethylanilines with the experimental results 
indicates that none of the methods tested correctly 
predicts values of isotope effects. While primary carbon 
and incoming group nitrogen kinetic isotope effects are 
predicted by most of these methods, none was able to 
reproduce the observed cross-over of the secondary 
deuterium isotope effects. Furthermore, if analysis is 
restricted to only one type of isotope effect, e.g. heavy 
atom, a different theoretical treatment leads to accep- 
table values although the calculated geometries of the 
corresponding transition state aredifferent. This ques- 
tions the applicability of such a theoretical treatment to 
the analysis of transition-state properties. Recently 
similar conclusions have been reached” on the basis of 
high-end ah iriitio calculations of isotope effects on 
elimination reactions. These stirring findings need 
closer inspection in future model studies. 

The above discussion assumes that the reaction 
studied is a single-step reaction. We have discussed in 
the accompanying paper’0f the possibility of a more 
complex scheme, which involves a dissociation of the 
solvent-amine complex preceding the reaction of the 
amine with methyl iodide. This mechanism may be 
valid particularly for the very basic amines. If this was 
the case, the results of the calculations reported here 
should be compared directly with the experimental data 
only for the most electron-withdrawing derivative, i.e. 
4-MeC(O). However, the possibility of a two-step 
mechanism does not agree with the observed absence of 

a solvent isotope effect for the 4-Me derivative. For 
such a mechanism this isotope effect should be signifi- 
cant. We have suggested that a reasonable mechanism 
might involve a solvent molecule hydrogen bonded to 
the amine. Hence it may be necessary to include expli- 
citly in the model at least one solvent molecule to 
account for the observed changes of isotope effects with 
the change of substituents. Such calculations are much 
more CPU demanding. Furthermore, accounting for 
weak intermolecular interactions such as hydrogen 
bonds is not an easy task.29 An alternative approach is to 
carry out reactions in an aprotic solvent. Both appro- 
aches are currently being explored. 
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